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Further details required on:
· Introduction for why the credibility assessment is required – John
· Clearer description on roles and responsibilities (OEM versus assessor) 
· Provide further details on the ‘criticality assessment’ – Gil / Barnaby  
· Data required in “release archive” 
· Training and expertise of personnel – Espedito
· How to define scenarios for toolchain validation (OEM vs assessor) – Siddartha
· should draft the text to be agnostic to the roles of the OEM and the assessor?
· How to define correlation threshold for toolchain validation (OEM vs assessor) – Tobias
· should draft the text to be agnostic to the roles of the OEM and the assessor?
· Does the subsystem assessment fit under verification or validation

· Introduction, motivation, and scope. Defines the needs for the overall credibility assessment framework and its role in allowing virtual testing for the ADS validation. The processes defined are not applicable for those virtual testing tools under development, or that are used to support ADS development. 	Comment by Barnaby Simkin: J: Background and purpose should be clearly dictated in the beginning of this documented as explained in the last subgroup meeting, otherwise nobody can understand why credibility assessment is important.	Comment by Barnaby Simkin: GA: As stated in the meeting – the document should also introduce the role of the assessment as it relates to certification and type approval.	Comment by Barnaby Simkin: The term certification/type approval is not used to support use in self certification 
· Components of the credibility assessment framework. Defines the elements which compose the credibility assessment and what type of information and evidence OEMs are expected to deliver. 	Comment by Barnaby Simkin: Needs to have clear separation between development and final version of the virtual testing tool. VMAD’s focus should be on the final tool version. 
	Comment by Barnaby Simkin: J: Several subjects are mixed up in this document, and it makes us confuse. “WHO assess WHAT in WHAT PHASE by HOW WHAT.” should be discussed in this subgroup.
Also, contents in this document seems guideline for OEMs, but it should be discussed and divided into “requirement for OEMs” and “assessment in the type approval”. Some requirements may be in the field of FRAV.
· M&S (Models and Simulation) Management. The M&S lifecycle is a dynamic process with frequent releases that shall be monitored and documented. The management process shall describe the modifications within the releases, the corresponding software and hardware used together with the internal review processes that accepted the new release. The management of the M&S shall be supported throughout the full duration of the virtual model utilization. Relevant information on the following aspects are included in this section:	Comment by Barnaby Simkin: FH: What does M&S stand for?	Comment by Barnaby Simkin: PS: This means Models and Simulation. Would be good to mention it at least somewhere.	Comment by Barnaby Simkin: FH: Which releases are we talking about? For and after type approval or also stages within the development process?

Changes during development should not be required to be handled as hard releases for type approval and thus might run different processes (limited review etc.).

FF: what level of detail is required / do you differentiate between the tool types. 
	Comment by Barnaby Simkin: GA: Should we care about the full life cycle during the development cycle ? A better approach should be to focus on a “sign-off” process that is applying an assessment to a “final” virtual testing based validation cycle as part of the certification.   This will make the assessment more  focused
· M&S management process
· Releases management
· Quality check of virtual data 	Comment by Barnaby Simkin: FF: In which way is quality checks meant? Related to quality checks with respect to management?
· Criticality assessment e.g. TLC assessment in ISO 26262:2018	Comment by Barnaby Simkin: Criticality assessment defines the processes to adapt to new risks and resolve/mitigate any failures that are encountered whilst using the toolchain. Is this necessary? 	Comment by Barnaby Simkin: GA: I think this is similar to the TLC assessment/certification in 26262 – in which tools that are used are certified based on their criticality – and there are different requirements based on these. 
	Comment by Barnaby Simkin: PC: If it defines a process: Is that a part of the M&S management process?	Comment by Barnaby Simkin: FF: There is maybe no “final” tool version. Better the version(s) of the tool that is applied within the process
· Releases archive e.g. Toolchain version number, description and release date	Comment by Barnaby Simkin: Any simulation version that generates data for a certification test should be archived.
· ...

· Team's Experience and Expertise. The credibility of a developed M&S is subjected to the expertise of the team crafting the virtual model. As such, it It is of important to supply the developed model with documentation proving the training and qualification level of the personnel involved in the designdevelopment and validation of the simulation models and/or virtual testing tool. In addition, given the dynamic nature of M&S, the credibility of the released models requires the toolchain developers to be provided with suitable training activities. Ultimately, this section shall provide evidence of the ability of the team and the organization to develop credible virtual models. Relevant information on the following aspects are included in this section:	Comment by Barnaby Simkin: FF: Should align with the SMS in VMAD SG3 (audit)	Comment by Barnaby Simkin: Agreed	Comment by Barnaby Simkin: FF: Please specify design in this context (simulation tool, experiment, scenarios).
· Sufficient experience and expertise e.g., appropriate internal training by ‘subject matter experts.
· Previous simulation tools used. (e.g., tool version, configuration, hardware etc.)	Comment by Barnaby Simkin: FF: This can be a pro argument, but it does not need to be. If I can apply a SIL tool it does not mean that I can apply a HIL tool	Comment by Barnaby Simkin: GA: As the simulation tool chain will be a combination of purchased tools, internally developed one, ( and same for models) ,I do not think that from a  regulatory perspective you should dive into the team capabilities.  The regulatory world should focus on the results, and for the case where there are standards setting models and/or processes – focus on these.  I do not think you would ever be able to regulate “sufficient expertise”. 

· ...

· M&S Analysis and description. The M&S analysis and description aims to define the whole M&S and identify those scenarios derived from the ODD analysis that the range of scenarios that can be assessed via virtual testing. It defines the scope and limitations of the models and toolchain as well as the uncertainty sources that can affect its results.	Comment by Barnaby Simkin: FH: Must be generic, like boundary condition of some key values. It is impossible to list all scenarios (by detail) for a specific ODD! The whole development of such systems can’t be a holistic one, as the parameter space cannot be fully captured.

· Active release
· The specific M&S release used in the ADS validation
· General description
· OEM should provide a description of the complete toolchain along with how the simulation data will be used to support the ADS validation strategy. 
· Assumptions, known limitations and uncertainty sources
· Models contain assumptions of the real world. Assumptions defined in IEEE P2846 may be used to support this. 	Comment by Barnaby Simkin: GA: The forming IEEE p2846 (assumptions for safety models ) can be used as a reference. 

· It is important for the manufacturer to define the assumptions as it will play a major factor in defining the limitations of the toolchain
· Different degrees of fidelity may be required for each of the model's	Comment by Barnaby Simkin: FF: Link to simulation purpose?	Comment by Barnaby Simkin: J: We should discuss the necessity of each model assessment. 

· Simulation fidelity is dependent on the input and how the data is used to support the ADS validation.
· The OEM should provide [information on] any data and define the scenarios used for virtual testing toolchain validation. 	Comment by Barnaby Simkin: PS: Based on what criteria? Would be helpful to define at least some guideline, such as “worst case scenarios wrt simulation performance” or “worst case scenarios wrt traffic safety / expected accident severity” (both are different directions!)
	Comment by Barnaby Simkin: J: Specific scenario used for virtual testing toolchain validation should be defined by this group, not the OEM.

· The OEM should define a reasonable minimal tolerance of sim-real correlation	Comment by Barnaby Simkin: FF: Is there any guidance expected to be added? Or is it purely on the OEMs choice?	Comment by Barnaby Simkin: J: Tolerance of correlation between simulation and actual vehicle test should be defined by this group, not the OEM.
	Comment by Barnaby Simkin: GA: These bullets are the essence of the correlation that enables reliance on virtual testing. Should it be left to the OEM , or should WP.29/GRVA propose something –based on its scenario catalog or other best practices ? e.g. should the OEM demonstrate correlation between NCAP protocols and simulation – just for the purpose of credibility ? 

· In addition to the assumptions used in developing the M&S, known limitations define conditions for which the virtual toolchain or one of its component is certainly not valid and for which the model cannot be used for
· Finally, this section shall include information about the sources of uncertainty in the model. This will represent an important input to final uncertainty analysis, which will define how the model outputs can be affected by the different sources of uncertainty of the model used.	Comment by Barnaby Simkin: FH: Could be difficult to deliver input on this point. If it would be known, systems would be improved to eliminate those uncertainties.	Comment by Barnaby Simkin: GA: Another point to refer to is that credibility is also a function of quality/completeness. This may be to introduce a need for coverage metric or any other metric that will demonstrate “sufficiency” of the usage of virtual testing
· Scope (what is the model for?). It defines how the M&S is used in the ADS validation
· Simulation models need dedicated scenarios and metrics for validation  The scope will include the list of scenarios, among those needed in the ADS validation, that M&S will allow to execute	Comment by Barnaby Simkin: CP: List of valid output parameters. Probably specific models will only provide specific valid output parameters; meaning: it might be necessary to use different models for the same scenario in order to confirm safety in all aspects.

· ODD analysis is a crucial input to derive requirements, scope, effects that the M&S must consider in order to support ADS validation.
· Parameters generated for the scenarios will define extrinsic and intrinsic data for the toolchain and it’s the simulation models. 	Comment by Barnaby Simkin: GA: This is not clear – what is this ?
· ...

· Data/Input pedigree. The data/input pedigree contains a record of traceability from the OEM’s data used in the development of the M&S.
· Description of the data used for the M&S
· The OEM shall document the data used to develop the model and note important quality characteristics	Comment by Barnaby Simkin: FF: Limit the documentation of data to the data that was used in the homologation process
· Effect of the data quality on model parameters uncertainty
· The quality of the data used to develop the model will have an impact on model paramaters’ estimation and calibration. Uncertainty in model parameters will be another important aspect in the final uncertainty analysis.
· ...	Comment by Barnaby Simkin: FF: How to deal with stochastically models or models based machine learning. 

Are there additional requirements?

Question applies as well to the section: M&S Analysis and description


· Verification. The verification of a M&S deals with the analysis of the correct implementation of the conceptual model. The procedure is grounded on a multi-step approach which includes code verification, calculation verification and sensitivity analysis. Firstly, the model shall be demonstrated to work correctly without numerical or logical flaws which might impact results. The sensitivity analysis then aims at quantifying how model output values are affected by changes in model input values. In addition, sensitivity allows pointing out the input factors having the greatest impact on the model results. Exploration in the domain of the input parameters will allow to identify parameter combinations for which the M&S shows unstable or unrealistic behaviour, thus contributing to its verification. Sensitivity analysis results will also help defining the inputs and parameters whose uncertainty characterization needs particular attention in order to properly define the uncertainty of the simulation results. 	Comment by Barnaby Simkin: PS: This should also include component validation, no?	Comment by Barnaby Simkin: GA: This is somewhat vague. The verification target here is not clear. Is it the quality of the ego model ? environment models? Other ? is it the quality of the tool-chain ?  Is it the vehicle dynamics? is it the full system ? ( a key difference is that in full systems some models mis-correlation may cancel and/or correct each others ). 
	Comment by Barnaby Simkin: FH: What does this mean? Checking code line by line? This is not possible for authorities nor for technical services.	Comment by Barnaby Simkin: FF: Is only the ADS model meant or also other model that are part of the simulation?	Comment by Barnaby Simkin: FF: Some more explanation on the purpose of the results would be nice here.

The effort for the sensitivity analysis can be quite high. This needs to be considered when we talk about verification.

Just a thought: When I know which parameters are critical, how do I recognize them during the simulation when the model is embedded in a simulation tool
	Comment by Barnaby Simkin: FH: Looking at the whole represented chain via simulation (Sense, Plan, Act) the Plan and Act blocks are not critical. It is the Sense part to ensure sensor behaviour of a model covers the real behaviour of the component.

· Code verification
· Calculation verification
· Sensitivity analysis	Comment by Barnaby Simkin: GA: As mentioned above – this is very vague and needs some concrete example, in addition to a clear statement on :What are we verifying !!

· Validation. The quantitative and qualitative (?) process of determining the degree to which a model or a simulation is an accurate representation of the real world from the perspective of the intended uses of the M&S.	Comment by Barnaby Simkin: GA: I do not understand the difference between the goals stated here, and the M&S analysis and description  mentioned before ?  It may be that the difference is in the answer to the question: What are you validating ? What are your validation goals> 

· Measures of Performance (metrics) 
· The performance metrics are defined during the M&S analysis. 	Comment by Barnaby Simkin: J: Performance metrics should be discussed and defined by this group, not during the M&S analysis by OEM.
· Metrics for validation may include:
· Discrete value analysis e.g. detection rate, firing rate, 
· Time evolution e.g. positions, speeds, acceleration. 
· Flow of actions based analysis e.g. distance/speed calculations, TTC calculation, brake initiation.
· Goodness of Fit measures	Comment by Barnaby Simkin: PS: Make sure that fitting data used for system identification is not again used for validation (should be two different sets of data).
· The analytical frameworks used to compare real world and simulation metrics. They are generally KPIs indicating the statistical comparability between two sets of data. 	Comment by Barnaby Simkin: J: We should consider carefully whether only statistical approach is sufficient or not. Assessment of sensor model should be included. Simulation result is different de

· The validation should show that these KPIs are met. 
· Face validity	Comment by Barnaby Simkin: Is this appropriate for the validation process? If so, should this be qualitative/quantitative assessment? 	Comment by Barnaby Simkin: PS: This is unclear to me. Why should we visually check something?
· The component of the validation that concerns the visual identification of regions of divergencies between real world and simulated metrics
· Validation methodology	Comment by Barnaby Simkin: FF: Should be put before the metrics section.
· The OEM should define the scenarios used for virtual testing toolchain validation. They should be able to cover to the maximum possible extent the domain of usage of virtual testing for ADS validation.	Comment by Barnaby Simkin: FH: Which kind of scenarios? Functional/logical/concrete?
	Comment by Barnaby Simkin: PS: Again, we should give some guidance for selection, see above.	Comment by Barnaby Simkin: GA: Should this be left to each OEM, or should there be a recommend set by GRVA  ( as I mentioned above – generally accepted NCAP protocols/scenarios ? )
· The exact methodology depends on the structure and purpose of the toolchain. The validation may consist of one or more of the following:	Comment by Barnaby Simkin: FF: The following statement implies the existent of these models in all simulation independent of the simulation purpose. This assumption is highly likely. However, it needs beforehand defined that the simulation should contain these models. 
Another aspect is that some models might be missing and that also sensor can be modelled at different levels ( simple field of view sensor) depending on the simulation purpose. Therefore, I am not sure, whether the explicit naming of certain models is helpful or whether a more general approach would be better.
	Comment by Barnaby Simkin: PS: Require integrated system validation! Everything else is verification only.
· Validate Subsystem models e.g. environment model (road network, weather conditions, road user interaction), sensor models (RADAR, Camera, LIDAR), vehicle model (steering, braking, powertrain)	Comment by Barnaby Simkin: FH: Depends on the research question during simulation activities. For e.g. the vehicle/environment/sensor model different levels of complexity are required at different stages/analysis during the simulation process (could mean that the environ model exists in different executions ranging complexity from low to high).

It should be to the freedom of the manufacturer, which model, model combination and complexity of those is required to deliver the required simulation output.
	Comment by Barnaby Simkin: PS: Validation of subsystems should be verification!

· Validate vehicle system (vehicle dynamics model together with the environment model)
· Validate sensor system (sensor model together with the environment model)
· Validate integrated system (sensor model + environment model with influences form vehicle model)	Comment by Barnaby Simkin: PS: This is extremely important and required.
· Accuracy requirement
· Accuracy requirement is defined during the M&S analysis. The validation should show that these KPIs are met. 	Comment by Barnaby Simkin: J: Accuracy requirement should be defined by this group, not during the M&S analysis by OEM.
· Validation scope (what part of the toolchain to be validated)
· A toolchain consists of multiple tools, and each tool will use a number of models. The validation scope includes all tools and their relevant models.
· Internal validation results
· The documentation should not only provide evidence of the simulation model validation but also used to obtain sufficient information related to the processes and products that provide overall credibility of the toolchain used.	Comment by Barnaby Simkin: PS: Sentence unclear
· Documentation/results may be carried over from previous credibility assessments.
· Independent Validation of Results	Comment by Barnaby Simkin: GA: Looking at all the above – there is another key question: Should GRVA set a generic metric or bounds for the accuracy requirement ( at the full system level ) ? This can be set for a given set of reference scenario, and will enable high quality independent assessment. 

· The assessor shall audit the results of the OEM by carrying out physical tests of the complete integrated tool  	Comment by Barnaby Simkin: FH: It might not be possible to cross-check simulation results on the proofing ground due to a certain complexity of the setup/scenario or during real world drive due to criticality/safety of other road users.

· ...

· Uncertainty characterisation. This section is concerned with characterizing the expected uncertainties of the virtual toolchain results. It is composed by two phases. In a first phase the information collected the M&S Analysis and Description section and the Data/Input Pedigree are used to characterise the uncertainty in the input data, in the model parameters and in the modelling structure. Then, by propagating all the uncertainties through the virtual tool-chain, the uncertainty in the model results is quantified. Depending on the uncertainty in the model results, proper safety margins will need to be introduced in the use of virtual testing of ADS validation.	Comment by Barnaby Simkin: FF: A subset of uncertainty can be recorded. It may not be possible to define the complete scope.	Comment by Barnaby Simkin: FH: Not sure if the level of uncertainty can be named always

· Characterisation of the uncertainty in the input data
· Characterisation of the uncertainty in the model parameters (following calibration)
· Characterisation of the uncertainty in the M&S structure
· Combined effect of inputs/parameters/model uncertainty on model outputs
· …

· Documentation structure. This section will define how the aforementioned information will be collected and organised in the documentation provided by the OEM to the relevant authority.
